Huffman Coding Activity Sheet

Name: ________________________________
Let’s encode the following message:

“Huffman encoding is fun” 

First, we make a chart of the probabilities.

	Letter
	Frequency
	Probability

	a 
	1
	0.04

	c 
	1
	0.04

	d 
	1
	0.04

	e 
	1
	0.04

	f 
	3
	0.13

	g 
	1
	0.04

	h 
	1
	0.04

	i 
	2
	0.09

	m 
	1
	0.04

	n 
	4
	0.17

	o
	1
	0.04

	S 
	1
	0.04

	u 
	2
	0.09

	space
	3
	0.13


Next, we order the chart from the greatest probabilities to the least.

	Letter
	Probability

	n 
	0.17

	space
	0.13

	f 
	0.13

	u 
	0.09

	i 
	0.09

	S 
	0.04

	o
	0.04

	m 
	0.04

	h 
	0.04

	g 
	0.04

	e 
	0.04

	d 
	0.04

	c 
	0.04

	a 
	0.04


We use these values to create a Huffman tree.
1. Begin by writing the letters and their probabilities by descending order of probabilities at the bottom of a page.
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2. Starting from the bottom right, begin pairing values.  If any paired values are less than the value to the left, pair those values.
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3. Repeat step 2 for the second row.
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4. And so on . . .
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5. The top value should be 1.  Because of rounding, this scenario is a bit short.
[image: image5.png]/\
/\ /\
/\ /\ /\

n space f u i s om h qge dc a




6. Now label each left branch with a 0 and each right branch with a 1.  This becomes the binary path to each letter.
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7. Last, label each letter with its binary representation. For example n is 000 and d is 1101. [image: image7.png]///\\\\
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8. Use the binary to encode the message: 1010010101000100100111110000011100000111010001101011000010110010110011100101000101000
9. Decode the message.  Check the first four digits.  See if they are in the code.  If not, back off to three digits (and so on).

1010|0101|0100|0100|1001|1111|000|001|1100|000|1110|1000|1101|0110|000|1011|001|0100|0101|000
10. The message should decode to the original:  “Huffman encoding is fun.”
11. Count the bites saved:
a. “Huffman encoding is fun” is 23 X 8 ascii bits = 184

b. Huffman string is 85 characters.

c. The compression is 85 /184 = The data is compressed to 46% of its original size.

Exercise

Follow the same 11 steps for the follow phrase:
“Four score and seven years ago”
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